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Óôá 1936 ï âéïëüãïò êáé ìáèçìáôéêüò Ronald Fisher
óôçí åñãáóßá ôïõ The use of Multiple Measurements

in Taxonomic Problems, ìåëåôþíôáò ìáèçìáôéêÝò
ìåèüäïõò ôáîéíüìçóçò ôçò ÷ëùñßäáò åéóÞãáãå ôï ðñüâëçìá
ôçò ôáîéíüìçóçò áãñéüêñéíùí(Éris) ðïõ Ýìåëå íá ïäçãÞóåé
óôçí áíáêÜëõøç áðü ôïí ßäéï ôçò ìåèüäïõ L.D.A { Linear
Discriminant Analysis ðïõ ÷ñçóéìïðïéåßôå óÞìåñá óôçí
ìç÷áíéêÞ åêìÜèçóç ãéá ôçí áíáãíþñéóç ðñïôýðùí. Óôçí äéêÞ
ìáò åñãáóßá êåíôñéêüò óôü÷ïò åßíáé ç åðáíåðßëõóç ôïõ ßäéïõ
ðñïâëÞìáôïò äß÷ùò ôçí åðßðïíç ìáèçìáôéêÞ áíÜëõóç ôçò
ìåèüäïõ ôïõ Fisher áëëÜ ìå ôçí ÷ñÞóç Äéêôýùí Íåõñþíùí.
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H ôáîéíüìçóç ôùí Iris plants

Ôï ðñüâëçìá åéóÜãåé 3 êëÜóåéò áãñéüêñéíùí, ìå 50
áíôéðñïóùðåõôéêÜ äåßãìáôá ãéá ôçí êÜèå ìßá. Ïé ðëçñïöïñßåò
ðïõ äßíïíôáé ãéá ôï êÜèå äåßãìá ðåñéëáìâÜíïõí:
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Ìå âÜóç áõôÜ ôá äåäïìÝíá æçôåßôáé ç ôáîéíüìçóç ôïõ êÜèå
äåßãìáôïò óôï áíôßóôïé÷ï åßäïò, êáé ç åîáãùãÞ åíüò êáíüíá
ãåíßêåõóçò ãéá ôçí ôáîéíüìçóç ôùí íÝùí äåéãìÜôùí ðïõ
ãßíïíôáé äéáèÝóéìá.



ÍåõñùíéêÜ
Äßêôõá

Ðåñßëçøç

Óêïðïèåóßá

EðéëïãÞ ôïõ
ðñïâëÞìáôïò

To ðñüâëçìá

Ðáñïõóßáóç

Ôåêìçñßùóç

ÈåùñçôéêÜ
Åñãáëåßá

ÍåõñùíéêÜ
Äßêôõá
Ðïëëáðëþí
Layers

Åêðáßäåõóç ìå
ïðéóèïäéÜäïóç
óöÜëìáôïò

Eðßëõóç ôïõ
ðñïâëÞìáôïò

Eêðáßäåõóç

Ðñïóïìïßùóç

ÓõìðåñÜóìáôá

×ñçóéìüôçôá
ôùí Ä.Í óå
ðáñüìïéáò
öýóçò
ðñïâëÞìáôá

H ôáîéíüìçóç ôùí Iris plants

Ôï ðñüâëçìá åéóÜãåé 3 êëÜóåéò áãñéüêñéíùí, ìå 50
áíôéðñïóùðåõôéêÜ äåßãìáôá ãéá ôçí êÜèå ìßá. Ïé ðëçñïöïñßåò
ðïõ äßíïíôáé ãéá ôï êÜèå äåßãìá ðåñéëáìâÜíïõí:

Ôï ìÞêïò ôïõ óåðÜëïõ óå cm

To ðëÜôïò ôïõ óåðÜëïõ óå cm

To ìÞêïò ôïõ ðåôÜëïõ óå cm

To ðëÜôïò ôïõ ðåôÜëïõ óå cm

Ìå âÜóç áõôÜ ôá äåäïìÝíá æçôåßôáé ç ôáîéíüìçóç ôïõ êÜèå
äåßãìáôïò óôï áíôßóôïé÷ï åßäïò, êáé ç åîáãùãÞ åíüò êáíüíá
ãåíßêåõóçò ãéá ôçí ôáîéíüìçóç ôùí íÝùí äåéãìÜôùí ðïõ
ãßíïíôáé äéáèÝóéìá.



ÍåõñùíéêÜ
Äßêôõá

Ðåñßëçøç

Óêïðïèåóßá

EðéëïãÞ ôïõ
ðñïâëÞìáôïò

To ðñüâëçìá

Ðáñïõóßáóç

Ôåêìçñßùóç

ÈåùñçôéêÜ
Åñãáëåßá

ÍåõñùíéêÜ
Äßêôõá
Ðïëëáðëþí
Layers

Åêðáßäåõóç ìå
ïðéóèïäéÜäïóç
óöÜëìáôïò

Eðßëõóç ôïõ
ðñïâëÞìáôïò

Eêðáßäåõóç

Ðñïóïìïßùóç

ÓõìðåñÜóìáôá

×ñçóéìüôçôá
ôùí Ä.Í óå
ðáñüìïéáò
öýóçò
ðñïâëÞìáôá

H ôáîéíüìçóç ôùí Iris plants

Ôï ðñüâëçìá åéóÜãåé 3 êëÜóåéò áãñéüêñéíùí, ìå 50
áíôéðñïóùðåõôéêÜ äåßãìáôá ãéá ôçí êÜèå ìßá. Ïé ðëçñïöïñßåò
ðïõ äßíïíôáé ãéá ôï êÜèå äåßãìá ðåñéëáìâÜíïõí:

Ôï ìÞêïò ôïõ óåðÜëïõ óå cm

To ðëÜôïò ôïõ óåðÜëïõ óå cm

To ìÞêïò ôïõ ðåôÜëïõ óå cm

To ðëÜôïò ôïõ ðåôÜëïõ óå cm

Ìå âÜóç áõôÜ ôá äåäïìÝíá æçôåßôáé ç ôáîéíüìçóç ôïõ êÜèå
äåßãìáôïò óôï áíôßóôïé÷ï åßäïò, êáé ç åîáãùãÞ åíüò êáíüíá
ãåíßêåõóçò ãéá ôçí ôáîéíüìçóç ôùí íÝùí äåéãìÜôùí ðïõ
ãßíïíôáé äéáèÝóéìá.



ÍåõñùíéêÜ
Äßêôõá

Ðåñßëçøç

Óêïðïèåóßá

EðéëïãÞ ôïõ
ðñïâëÞìáôïò

To ðñüâëçìá

Ðáñïõóßáóç

Ôåêìçñßùóç

ÈåùñçôéêÜ
Åñãáëåßá

ÍåõñùíéêÜ
Äßêôõá
Ðïëëáðëþí
Layers

Åêðáßäåõóç ìå
ïðéóèïäéÜäïóç
óöÜëìáôïò

Eðßëõóç ôïõ
ðñïâëÞìáôïò

Eêðáßäåõóç

Ðñïóïìïßùóç

ÓõìðåñÜóìáôá

×ñçóéìüôçôá
ôùí Ä.Í óå
ðáñüìïéáò
öýóçò
ðñïâëÞìáôá

H ôáîéíüìçóç ôùí Iris plants

Ôï ðñüâëçìá åéóÜãåé 3 êëÜóåéò áãñéüêñéíùí, ìå 50
áíôéðñïóùðåõôéêÜ äåßãìáôá ãéá ôçí êÜèå ìßá. Ïé ðëçñïöïñßåò
ðïõ äßíïíôáé ãéá ôï êÜèå äåßãìá ðåñéëáìâÜíïõí:

Ôï ìÞêïò ôïõ óåðÜëïõ óå cm

To ðëÜôïò ôïõ óåðÜëïõ óå cm

To ìÞêïò ôïõ ðåôÜëïõ óå cm

To ðëÜôïò ôïõ ðåôÜëïõ óå cm

Ìå âÜóç áõôÜ ôá äåäïìÝíá æçôåßôáé ç ôáîéíüìçóç ôïõ êÜèå
äåßãìáôïò óôï áíôßóôïé÷ï åßäïò, êáé ç åîáãùãÞ åíüò êáíüíá
ãåíßêåõóçò ãéá ôçí ôáîéíüìçóç ôùí íÝùí äåéãìÜôùí ðïõ
ãßíïíôáé äéáèÝóéìá.



ÍåõñùíéêÜ
Äßêôõá

Ðåñßëçøç

Óêïðïèåóßá

EðéëïãÞ ôïõ
ðñïâëÞìáôïò

To ðñüâëçìá

Ðáñïõóßáóç

Ôåêìçñßùóç

ÈåùñçôéêÜ
Åñãáëåßá

ÍåõñùíéêÜ
Äßêôõá
Ðïëëáðëþí
Layers

Åêðáßäåõóç ìå
ïðéóèïäéÜäïóç
óöÜëìáôïò

Eðßëõóç ôïõ
ðñïâëÞìáôïò

Eêðáßäåõóç

Ðñïóïìïßùóç

ÓõìðåñÜóìáôá

×ñçóéìüôçôá
ôùí Ä.Í óå
ðáñüìïéáò
öýóçò
ðñïâëÞìáôá

To dataset áðü ôçí åñãáóßá ôïõ Fisher
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Ïé ôñåßò êëÜóåéò ôùí áãñéüêñéíùí

Figure: iris setosa Figure: iris versicolor Figure: iris virginica
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ÅðéëïãÞ ðáñáìÝôñùí Åêðáßäåõóçò
Êþäéêáò Matlab

%create the neural network

irisnn = newff(minmax(p_train),[4,12,12,1],_

{'tansig','tansig','tansig','tansig'},'trainrp');

%set training parameters

irisnn.trainParam.epochs = 1000;

irisnn.trainParam.show = 50;

irisnn.trainParam.goal = 1e-2;
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ÅðéëïãÞ ðáñáìÝôñùí Åêðáßäåõóçò

¼ðùò öáßíåôáé êáé áð' ôïí ðáñáðÜíù êþäéêá matlab
åðéëÝîáìå:

Tçí ÷ñÞóç 2 hidden layers, Ýíáíôé åíüò ìå ðåñéóóüôåñá
íåõñþíéá, áöïý ðñþôá ðáñáôçñÞóáìå ôçí êáëýôåñç
óõìðåñéöïñÜ ôïõ äéêôýïõ ãéá áõôÞí ôçí ðåñßðôùóç

Tçí ÷ñÞóç ìéáò ìÞ-ãñáììéêÞò óõíÜñôçóçò, ôçò tansig ,
ãéá ôá êñõöÜ åðßðåäá ôïõ íåõñùíßïõ, þóôå íá åðéôý÷ïõìå
ôçí ðñïóïìïßùóç ôçò ìç-ãñáììéêÞò äéá÷ùñéóçìüôçôáò
ôçò óõíÜñôçóçò ôáîéíüìçóçò

Ôçí ÷ñÞóç ôçò tansig åðßóçò ãéá ôï åðßðåäï åîüäïõ ôïõ
íåõñùíßïõ, ìïíôåëïðïéüíôáò ôéò 3 äéáöïñåôéêÝò êëÜóåéò
ôùí áãñéüêñéíùí óôéò áñéèìéôéêÝò ôéìÝò -1, 0 êáé 1
áíôßóôïé÷á
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Figure: Óýãêëéóç óôéò 230 åðï÷Ýò,ìå ìÝóï ôåôñáãùíéêü óöÜëìá:
0,009
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Epochs: 230

Mean Square Error: 0.009

slope of linear regression(optimum 1): 0.9875

y-intercept of linear regression(optimum 0): 0

correlation coe�cient(optimum 1): 0.9875

successfull recognition percentage(optimum 100): 98.3333

indexes of erroneous recognition(optimum NONE): 58 104

Figure: Best Linear Fit: A = (0:988) ∗ T + (0)
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